################################################################################

Fitting: LogisticRegression(C=1.0, class\_weight=None, dual=False, fit\_intercept=True,

intercept\_scaling=1, l1\_ratio=None, max\_iter=100,

multi\_class='auto', n\_jobs=None, penalty='l2',

random\_state=42, solver='lbfgs', tol=0.0001, verbose=0,

warm\_start=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

/usr/local/lib/python3.7/dist-packages/sklearn/externals/six.py:31: FutureWarning: The module is deprecated in version 0.21 and will be removed in version 0.23 since we've dropped support for Python 2.7. Please rely on the official version of six (<https://pypi.org/project/six/>).

"(<https://pypi.org/project/six/>).", FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:144: FutureWarning: The sklearn.neighbors.base module is deprecated in version 0.22 and will be removed in version 0.24. The corresponding classes / functions should instead be imported from sklearn.neighbors. Anything that cannot be imported from sklearn.neighbors is now part of the private API.

warnings.warn(message, FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 34.4s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 1.9min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 4.8min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 5.7min finished

Best parameters:

{'C': 926.300878513349, 'class\_weight': 'balanced', 'fit\_intercept': True, 'max\_iter': 10000, 'multi\_class': 'multinomial', 'solver': 'lbfgs'}

Summary on test set:

Model: LogisticRegression

##################################################

accuracy : 0.77477 (0.00000)

f1\_macro : 0.69371 (0.00000)

f1\_micro : 0.77477 (0.00000)

f1\_weighted : 0.78676 (0.00000)

kappa : 0.69509 (0.00000)

precision\_macro : 0.68322 (0.00000)

precision\_micro : 0.77477 (0.00000)

precision\_weighted : 0.81069 (0.00000)

recall\_macro : 0.75434 (0.00000)

recall\_micro : 0.77477 (0.00000)

recall\_weighted : 0.77477 (0.00000)

################################################################################

Fitting: RandomForestClassifier(bootstrap=True, ccp\_alpha=0.0, class\_weight=None,

criterion='gini', max\_depth=None, max\_features='auto',

max\_leaf\_nodes=None, max\_samples=None,

min\_impurity\_decrease=0.0, min\_impurity\_split=None,

min\_samples\_leaf=1, min\_samples\_split=2,

min\_weight\_fraction\_leaf=0.0, n\_estimators=100,

n\_jobs=None, oob\_score=False, random\_state=42, verbose=0,

warm\_start=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 10.7s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 1.1min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 3.3min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 3.6min finished

Best parameters:

{'class\_weight': 'balanced\_subsample', 'criterion': 'entropy', 'max\_features': 'sqrt', 'min\_samples\_split': 0.007066305219717406, 'n\_estimators': 98}

Summary on test set:

Model: RandomForestClassifier

##################################################

accuracy : 0.85586 (0.00000)

f1\_macro : 0.79292 (0.00000)

f1\_micro : 0.85586 (0.00000)

f1\_weighted : 0.85547 (0.00000)

kappa : 0.80201 (0.00000)

precision\_macro : 0.78611 (0.00000)

precision\_micro : 0.85586 (0.00000)

precision\_weighted : 0.86090 (0.00000)

recall\_macro : 0.80465 (0.00000)

recall\_micro : 0.85586 (0.00000)

recall\_weighted : 0.85586 (0.00000)

################################################################################

Fitting: MLPClassifier(activation='relu', alpha=0.0001, batch\_size='auto', beta\_1=0.9,

beta\_2=0.999, early\_stopping=False, epsilon=1e-08,

hidden\_layer\_sizes=(100,), learning\_rate='constant',

learning\_rate\_init=0.001, max\_fun=15000, max\_iter=200,

momentum=0.9, n\_iter\_no\_change=10, nesterovs\_momentum=True,

power\_t=0.5, random\_state=42, shuffle=True, solver='adam',

tol=0.0001, validation\_fraction=0.1, verbose=False,

warm\_start=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 45.5s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 5.6min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 14.0min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 16.5min finished

/usr/local/lib/python3.7/dist-packages/sklearn/neural\_network/\_multilayer\_perceptron.py:571: ConvergenceWarning: Stochastic Optimizer: Maximum iterations (123) reached and the optimization hasn't converged yet.

% self.max\_iter, ConvergenceWarning)

Best parameters:

{'activation': 'relu', 'alpha': 0.017436642900499146, 'batch\_size': 32, 'hidden\_layer\_sizes': (200,), 'learning\_rate': 'adaptive', 'learning\_rate\_init': 0.0001, 'max\_iter': 123, 'solver': 'adam'}

/usr/local/lib/python3.7/dist-packages/sklearn/neural\_network/\_multilayer\_perceptron.py:571: ConvergenceWarning: Stochastic Optimizer: Maximum iterations (123) reached and the optimization hasn't converged yet.

% self.max\_iter, ConvergenceWarning)

Summary on test set:

Model: MLPClassifier

##################################################

accuracy : 0.73874 (0.00000)

f1\_macro : 0.65388 (0.00000)

f1\_micro : 0.73874 (0.00000)

f1\_weighted : 0.77035 (0.00000)

kappa : 0.66016 (0.00000)

precision\_macro : 0.66520 (0.00000)

precision\_micro : 0.73874 (0.00000)

precision\_weighted : 0.84047 (0.00000)

recall\_macro : 0.73698 (0.00000)

recall\_micro : 0.73874 (0.00000)

recall\_weighted : 0.73874 (0.00000)

################################################################################

Fitting: LinearDiscriminantAnalysis(n\_components=None, priors=None, shrinkage=None,

solver='svd', store\_covariance=False, tol=0.0001)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 76 tasks | elapsed: 2.1s

[Parallel(n\_jobs=4)]: Done 376 tasks | elapsed: 9.8s

[Parallel(n\_jobs=4)]: Done 493 out of 500 | elapsed: 12.6s remaining: 0.2s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 12.7s finished

Best parameters:

{'n\_components': 3, 'solver': 'svd'}

Summary on test set:

Model: LinearDiscriminantAnalysis

##################################################

accuracy : 0.68468 (0.00000)

f1\_macro : 0.60295 (0.00000)

f1\_micro : 0.68468 (0.00000)

f1\_weighted : 0.71896 (0.00000)

kappa : 0.58740 (0.00000)

precision\_macro : 0.61827 (0.00000)

precision\_micro : 0.68468 (0.00000)

precision\_weighted : 0.77966 (0.00000)

recall\_macro : 0.67220 (0.00000)

recall\_micro : 0.68468 (0.00000)

recall\_weighted : 0.68468 (0.00000)

################################################################################

Fitting: GaussianNB(priors=None, var\_smoothing=1e-09)

Summary on test set:

Model: GaussianNB

##################################################

accuracy : 0.62162 (0.00000)

f1\_macro : 0.57034 (0.00000)

f1\_micro : 0.62162 (0.00000)

f1\_weighted : 0.61941 (0.00000)

kappa : 0.49682 (0.00000)

precision\_macro : 0.58582 (0.00000)

precision\_micro : 0.62162 (0.00000)

precision\_weighted : 0.69248 (0.00000)

recall\_macro : 0.63932 (0.00000)

recall\_micro : 0.62162 (0.00000)

recall\_weighted : 0.62162 (0.00000)

################################################################################

Fitting: MultinomialNB(alpha=1.0, class\_prior=None, fit\_prior=True)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 283 tasks | elapsed: 0.8s

[Parallel(n\_jobs=4)]: Done 493 out of 500 | elapsed: 1.2s remaining: 0.0s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 1.2s finished

Best parameters:

{'alpha': 0.0007787658410143283, 'fit\_prior': False}

Summary on test set:

Model: MultinomialNB

##################################################

accuracy : 0.70270 (0.00000)

f1\_macro : 0.61446 (0.00000)

f1\_micro : 0.70270 (0.00000)

f1\_weighted : 0.73523 (0.00000)

kappa : 0.61422 (0.00000)

precision\_macro : 0.62931 (0.00000)

precision\_micro : 0.70270 (0.00000)

precision\_weighted : 0.81296 (0.00000)

recall\_macro : 0.69908 (0.00000)

recall\_micro : 0.70270 (0.00000)

recall\_weighted : 0.70270 (0.00000)

################################################################################

Fitting: BernoulliNB(alpha=1.0, binarize=0.0, class\_prior=None, fit\_prior=True)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 280 tasks | elapsed: 1.3s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 2.2s finished

Best parameters:

{'alpha': 0.0007787658410143283, 'fit\_prior': False}

Summary on test set:

Model: BernoulliNB

##################################################

accuracy : 0.77477 (0.00000)

f1\_macro : 0.72706 (0.00000)

f1\_micro : 0.77477 (0.00000)

f1\_weighted : 0.77011 (0.00000)

kappa : 0.69873 (0.00000)

precision\_macro : 0.72052 (0.00000)

precision\_micro : 0.77477 (0.00000)

precision\_weighted : 0.81192 (0.00000)

recall\_macro : 0.77012 (0.00000)

recall\_micro : 0.77477 (0.00000)

recall\_weighted : 0.77477 (0.00000)

################################################################################

Fitting: KNeighborsClassifier(algorithm='auto', leaf\_size=30, metric='minkowski',

metric\_params=None, n\_jobs=None, n\_neighbors=5, p=2,

weights='uniform')

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 57 tasks | elapsed: 9.2s

[Parallel(n\_jobs=4)]: Done 247 tasks | elapsed: 35.9s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 1.3min finished

Best parameters:

{'algorithm': 'kd\_tree', 'n\_neighbors': 1, 'p': 1, 'weights': 'uniform'}

Summary on test set:

Model: KNeighborsClassifier

##################################################

accuracy : 0.81081 (0.00000)

f1\_macro : 0.73630 (0.00000)

f1\_micro : 0.81081 (0.00000)

f1\_weighted : 0.81301 (0.00000)

kappa : 0.74146 (0.00000)

precision\_macro : 0.71491 (0.00000)

precision\_micro : 0.81081 (0.00000)

precision\_weighted : 0.82063 (0.00000)

recall\_macro : 0.77012 (0.00000)

recall\_micro : 0.81081 (0.00000)

recall\_weighted : 0.81081 (0.00000)

################################################################################

Fitting: DecisionTreeClassifier(ccp\_alpha=0.0, class\_weight=None, criterion='gini',

max\_depth=None, max\_features=None, max\_leaf\_nodes=None,

min\_impurity\_decrease=0.0, min\_impurity\_split=None,

min\_samples\_leaf=1, min\_samples\_split=2,

min\_weight\_fraction\_leaf=0.0, presort='deprecated',

random\_state=42, splitter='best')

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 280 tasks | elapsed: 1.5s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 2.4s finished

Best parameters:

{'class\_weight': None, 'criterion': 'entropy', 'max\_features': 'sqrt', 'min\_samples\_split': 0.0007787658410143283, 'splitter': 'random'}

Summary on test set:

Model: DecisionTreeClassifier

##################################################

accuracy : 0.69369 (0.00000)

f1\_macro : 0.61634 (0.00000)

f1\_micro : 0.69369 (0.00000)

f1\_weighted : 0.70267 (0.00000)

kappa : 0.58668 (0.00000)

precision\_macro : 0.60190 (0.00000)

precision\_micro : 0.69369 (0.00000)

precision\_weighted : 0.72282 (0.00000)

recall\_macro : 0.67051 (0.00000)

recall\_micro : 0.69369 (0.00000)

recall\_weighted : 0.69369 (0.00000)

################################################################################

Fitting: SVC(C=1.0, break\_ties=False, cache\_size=200, class\_weight=None, coef0=0.0,

decision\_function\_shape='ovr', degree=3, gamma='scale', kernel='rbf',

max\_iter=-1, probability=True, random\_state=42, shrinking=True, tol=0.001,

verbose=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 24.6s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 2.1min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 5.4min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 6.1min finished

/usr/local/lib/python3.7/dist-packages/sklearn/svm/\_base.py:231: ConvergenceWarning: Solver terminated early (max\_iter=180). Consider pre-processing your data with StandardScaler or MinMaxScaler.

% self.max\_iter, ConvergenceWarning)

Best parameters:

{'C': 83.24526408004218, 'degree': 2, 'gamma': 0.7797658410143283, 'kernel': 'rbf', 'max\_iter': 180}

/usr/local/lib/python3.7/dist-packages/sklearn/svm/\_base.py:231: ConvergenceWarning: Solver terminated early (max\_iter=180). Consider pre-processing your data with StandardScaler or MinMaxScaler.

% self.max\_iter, ConvergenceWarning)

Summary on test set:

Model: SVC

##################################################

accuracy : 0.75676 (0.00000)

f1\_macro : 0.69803 (0.00000)

f1\_micro : 0.75676 (0.00000)

f1\_weighted : 0.75717 (0.00000)

kappa : 0.66774 (0.00000)

precision\_macro : 0.67538 (0.00000)

precision\_micro : 0.75676 (0.00000)

precision\_weighted : 0.76275 (0.00000)

recall\_macro : 0.73272 (0.00000)

recall\_micro : 0.75676 (0.00000)

recall\_weighted : 0.75676 (0.00000)

![](data:image/png;base64,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)

################################################################################

Fitting: LogisticRegression(C=1.0, class\_weight=None, dual=False, fit\_intercept=True,

intercept\_scaling=1, l1\_ratio=None, max\_iter=100,

multi\_class='auto', n\_jobs=None, penalty='l2',

random\_state=42, solver='lbfgs', tol=0.0001, verbose=0,

warm\_start=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

/usr/local/lib/python3.7/dist-packages/sklearn/externals/six.py:31: FutureWarning: The module is deprecated in version 0.21 and will be removed in version 0.23 since we've dropped support for Python 2.7. Please rely on the official version of six (<https://pypi.org/project/six/>).

"(<https://pypi.org/project/six/>).", FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:144: FutureWarning: The sklearn.neighbors.base module is deprecated in version 0.22 and will be removed in version 0.24. The corresponding classes / functions should instead be imported from sklearn.neighbors. Anything that cannot be imported from sklearn.neighbors is now part of the private API.

warnings.warn(message, FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

/usr/local/lib/python3.7/dist-packages/sklearn/utils/deprecation.py:87: FutureWarning: Function safe\_indexing is deprecated; safe\_indexing is deprecated in version 0.22 and will be removed in version 0.24.

warnings.warn(msg, category=FutureWarning)

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 34.4s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 1.9min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 4.8min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 5.7min finished

Best parameters:

{'C': 926.300878513349, 'class\_weight': 'balanced', 'fit\_intercept': True, 'max\_iter': 10000, 'multi\_class': 'multinomial', 'solver': 'lbfgs'}

Summary on test set:

Model: LogisticRegression

##################################################

accuracy : 0.77477 (0.00000)

f1\_macro : 0.69371 (0.00000)

f1\_micro : 0.77477 (0.00000)

f1\_weighted : 0.78676 (0.00000)

kappa : 0.69509 (0.00000)

precision\_macro : 0.68322 (0.00000)

precision\_micro : 0.77477 (0.00000)

precision\_weighted : 0.81069 (0.00000)

recall\_macro : 0.75434 (0.00000)

recall\_micro : 0.77477 (0.00000)

recall\_weighted : 0.77477 (0.00000)

################################################################################

Fitting: RandomForestClassifier(bootstrap=True, ccp\_alpha=0.0, class\_weight=None,

criterion='gini', max\_depth=None, max\_features='auto',

max\_leaf\_nodes=None, max\_samples=None,

min\_impurity\_decrease=0.0, min\_impurity\_split=None,

min\_samples\_leaf=1, min\_samples\_split=2,

min\_weight\_fraction\_leaf=0.0, n\_estimators=100,

n\_jobs=None, oob\_score=False, random\_state=42, verbose=0,

warm\_start=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 10.7s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 1.1min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 3.3min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 3.6min finished

Best parameters:

{'class\_weight': 'balanced\_subsample', 'criterion': 'entropy', 'max\_features': 'sqrt', 'min\_samples\_split': 0.007066305219717406, 'n\_estimators': 98}

Summary on test set:

Model: RandomForestClassifier

##################################################

accuracy : 0.85586 (0.00000)

f1\_macro : 0.79292 (0.00000)

f1\_micro : 0.85586 (0.00000)

f1\_weighted : 0.85547 (0.00000)

kappa : 0.80201 (0.00000)

precision\_macro : 0.78611 (0.00000)

precision\_micro : 0.85586 (0.00000)

precision\_weighted : 0.86090 (0.00000)

recall\_macro : 0.80465 (0.00000)

recall\_micro : 0.85586 (0.00000)

recall\_weighted : 0.85586 (0.00000)

################################################################################

Fitting: MLPClassifier(activation='relu', alpha=0.0001, batch\_size='auto', beta\_1=0.9,

beta\_2=0.999, early\_stopping=False, epsilon=1e-08,

hidden\_layer\_sizes=(100,), learning\_rate='constant',

learning\_rate\_init=0.001, max\_fun=15000, max\_iter=200,

momentum=0.9, n\_iter\_no\_change=10, nesterovs\_momentum=True,

power\_t=0.5, random\_state=42, shuffle=True, solver='adam',

tol=0.0001, validation\_fraction=0.1, verbose=False,

warm\_start=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 45.5s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 5.6min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 14.0min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 16.5min finished

/usr/local/lib/python3.7/dist-packages/sklearn/neural\_network/\_multilayer\_perceptron.py:571: ConvergenceWarning: Stochastic Optimizer: Maximum iterations (123) reached and the optimization hasn't converged yet.

% self.max\_iter, ConvergenceWarning)

Best parameters:

{'activation': 'relu', 'alpha': 0.017436642900499146, 'batch\_size': 32, 'hidden\_layer\_sizes': (200,), 'learning\_rate': 'adaptive', 'learning\_rate\_init': 0.0001, 'max\_iter': 123, 'solver': 'adam'}

/usr/local/lib/python3.7/dist-packages/sklearn/neural\_network/\_multilayer\_perceptron.py:571: ConvergenceWarning: Stochastic Optimizer: Maximum iterations (123) reached and the optimization hasn't converged yet.

% self.max\_iter, ConvergenceWarning)

Summary on test set:

Model: MLPClassifier

##################################################

accuracy : 0.73874 (0.00000)

f1\_macro : 0.65388 (0.00000)

f1\_micro : 0.73874 (0.00000)

f1\_weighted : 0.77035 (0.00000)

kappa : 0.66016 (0.00000)

precision\_macro : 0.66520 (0.00000)

precision\_micro : 0.73874 (0.00000)

precision\_weighted : 0.84047 (0.00000)

recall\_macro : 0.73698 (0.00000)

recall\_micro : 0.73874 (0.00000)

recall\_weighted : 0.73874 (0.00000)

################################################################################

Fitting: LinearDiscriminantAnalysis(n\_components=None, priors=None, shrinkage=None,

solver='svd', store\_covariance=False, tol=0.0001)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 76 tasks | elapsed: 2.1s

[Parallel(n\_jobs=4)]: Done 376 tasks | elapsed: 9.8s

[Parallel(n\_jobs=4)]: Done 493 out of 500 | elapsed: 12.6s remaining: 0.2s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 12.7s finished

Best parameters:

{'n\_components': 3, 'solver': 'svd'}

Summary on test set:

Model: LinearDiscriminantAnalysis

##################################################

accuracy : 0.68468 (0.00000)

f1\_macro : 0.60295 (0.00000)

f1\_micro : 0.68468 (0.00000)

f1\_weighted : 0.71896 (0.00000)

kappa : 0.58740 (0.00000)

precision\_macro : 0.61827 (0.00000)

precision\_micro : 0.68468 (0.00000)

precision\_weighted : 0.77966 (0.00000)

recall\_macro : 0.67220 (0.00000)

recall\_micro : 0.68468 (0.00000)

recall\_weighted : 0.68468 (0.00000)

################################################################################

Fitting: GaussianNB(priors=None, var\_smoothing=1e-09)

Summary on test set:

Model: GaussianNB

##################################################

accuracy : 0.62162 (0.00000)

f1\_macro : 0.57034 (0.00000)

f1\_micro : 0.62162 (0.00000)

f1\_weighted : 0.61941 (0.00000)

kappa : 0.49682 (0.00000)

precision\_macro : 0.58582 (0.00000)

precision\_micro : 0.62162 (0.00000)

precision\_weighted : 0.69248 (0.00000)

recall\_macro : 0.63932 (0.00000)

recall\_micro : 0.62162 (0.00000)

recall\_weighted : 0.62162 (0.00000)

################################################################################

Fitting: MultinomialNB(alpha=1.0, class\_prior=None, fit\_prior=True)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 283 tasks | elapsed: 0.8s

[Parallel(n\_jobs=4)]: Done 493 out of 500 | elapsed: 1.2s remaining: 0.0s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 1.2s finished

Best parameters:

{'alpha': 0.0007787658410143283, 'fit\_prior': False}

Summary on test set:

Model: MultinomialNB

##################################################

accuracy : 0.70270 (0.00000)

f1\_macro : 0.61446 (0.00000)

f1\_micro : 0.70270 (0.00000)

f1\_weighted : 0.73523 (0.00000)

kappa : 0.61422 (0.00000)

precision\_macro : 0.62931 (0.00000)

precision\_micro : 0.70270 (0.00000)

precision\_weighted : 0.81296 (0.00000)

recall\_macro : 0.69908 (0.00000)

recall\_micro : 0.70270 (0.00000)

recall\_weighted : 0.70270 (0.00000)

################################################################################

Fitting: BernoulliNB(alpha=1.0, binarize=0.0, class\_prior=None, fit\_prior=True)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 280 tasks | elapsed: 1.3s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 2.2s finished

Best parameters:

{'alpha': 0.0007787658410143283, 'fit\_prior': False}

Summary on test set:

Model: BernoulliNB

##################################################

accuracy : 0.77477 (0.00000)

f1\_macro : 0.72706 (0.00000)

f1\_micro : 0.77477 (0.00000)

f1\_weighted : 0.77011 (0.00000)

kappa : 0.69873 (0.00000)

precision\_macro : 0.72052 (0.00000)

precision\_micro : 0.77477 (0.00000)

precision\_weighted : 0.81192 (0.00000)

recall\_macro : 0.77012 (0.00000)

recall\_micro : 0.77477 (0.00000)

recall\_weighted : 0.77477 (0.00000)

################################################################################

Fitting: KNeighborsClassifier(algorithm='auto', leaf\_size=30, metric='minkowski',

metric\_params=None, n\_jobs=None, n\_neighbors=5, p=2,

weights='uniform')

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 57 tasks | elapsed: 9.2s

[Parallel(n\_jobs=4)]: Done 247 tasks | elapsed: 35.9s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 1.3min finished

Best parameters:

{'algorithm': 'kd\_tree', 'n\_neighbors': 1, 'p': 1, 'weights': 'uniform'}

Summary on test set:

Model: KNeighborsClassifier

##################################################

accuracy : 0.81081 (0.00000)

f1\_macro : 0.73630 (0.00000)

f1\_micro : 0.81081 (0.00000)

f1\_weighted : 0.81301 (0.00000)

kappa : 0.74146 (0.00000)

precision\_macro : 0.71491 (0.00000)

precision\_micro : 0.81081 (0.00000)

precision\_weighted : 0.82063 (0.00000)

recall\_macro : 0.77012 (0.00000)

recall\_micro : 0.81081 (0.00000)

recall\_weighted : 0.81081 (0.00000)

################################################################################

Fitting: DecisionTreeClassifier(ccp\_alpha=0.0, class\_weight=None, criterion='gini',

max\_depth=None, max\_features=None, max\_leaf\_nodes=None,

min\_impurity\_decrease=0.0, min\_impurity\_split=None,

min\_samples\_leaf=1, min\_samples\_split=2,

min\_weight\_fraction\_leaf=0.0, presort='deprecated',

random\_state=42, splitter='best')

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 280 tasks | elapsed: 1.5s

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 2.4s finished

Best parameters:

{'class\_weight': None, 'criterion': 'entropy', 'max\_features': 'sqrt', 'min\_samples\_split': 0.0007787658410143283, 'splitter': 'random'}

Summary on test set:

Model: DecisionTreeClassifier

##################################################

accuracy : 0.69369 (0.00000)

f1\_macro : 0.61634 (0.00000)

f1\_micro : 0.69369 (0.00000)

f1\_weighted : 0.70267 (0.00000)

kappa : 0.58668 (0.00000)

precision\_macro : 0.60190 (0.00000)

precision\_micro : 0.69369 (0.00000)

precision\_weighted : 0.72282 (0.00000)

recall\_macro : 0.67051 (0.00000)

recall\_micro : 0.69369 (0.00000)

recall\_weighted : 0.69369 (0.00000)

################################################################################

Fitting: SVC(C=1.0, break\_ties=False, cache\_size=200, class\_weight=None, coef0=0.0,

decision\_function\_shape='ovr', degree=3, gamma='scale', kernel='rbf',

max\_iter=-1, probability=True, random\_state=42, shrinking=True, tol=0.001,

verbose=False)

Fitting 10 folds for each of 50 candidates, totalling 500 fits

[Parallel(n\_jobs=4)]: Using backend LokyBackend with 4 concurrent workers.

[Parallel(n\_jobs=4)]: Done 42 tasks | elapsed: 24.6s

[Parallel(n\_jobs=4)]: Done 192 tasks | elapsed: 2.1min

[Parallel(n\_jobs=4)]: Done 442 tasks | elapsed: 5.4min

[Parallel(n\_jobs=4)]: Done 500 out of 500 | elapsed: 6.1min finished

/usr/local/lib/python3.7/dist-packages/sklearn/svm/\_base.py:231: ConvergenceWarning: Solver terminated early (max\_iter=180). Consider pre-processing your data with StandardScaler or MinMaxScaler.

% self.max\_iter, ConvergenceWarning)

Best parameters:

{'C': 83.24526408004218, 'degree': 2, 'gamma': 0.7797658410143283, 'kernel': 'rbf', 'max\_iter': 180}

/usr/local/lib/python3.7/dist-packages/sklearn/svm/\_base.py:231: ConvergenceWarning: Solver terminated early (max\_iter=180). Consider pre-processing your data with StandardScaler or MinMaxScaler.

% self.max\_iter, ConvergenceWarning)

Summary on test set:

Model: SVC

##################################################

accuracy : 0.75676 (0.00000)

f1\_macro : 0.69803 (0.00000)

f1\_micro : 0.75676 (0.00000)

f1\_weighted : 0.75717 (0.00000)

kappa : 0.66774 (0.00000)

precision\_macro : 0.67538 (0.00000)

precision\_micro : 0.75676 (0.00000)

precision\_weighted : 0.76275 (0.00000)

recall\_macro : 0.73272 (0.00000)

recall\_micro : 0.75676 (0.00000)

recall\_weighted : 0.75676 (0.00000)
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